
 

 
 

1 

 
Abstract 

 
In this paper we explored detecting faces in anime images 
using pre-trained deep convolutional neural networks 
trained on ImageNet, YouTube faces and Labeled Faces in 
the Wild datasets. We constructed a new fully annotated 
dataset by sampling images from 11 different animes. 
Extracting features from the layers of pre-trained models 
before their fully connected layers as inputs, we used 
various SVM kernels for classification. In this paper we 
showed which model performs best for this classification 
task. 

1. Introduction 
After Krizhevsky et al. [7] demonstrated the success of 

utilizing convolutional neural networks in image 
classification in 2012, researchers focused more on 
utilizing CNNs for various tasks such as: Image 
classification, object detection even depth estimation [7, 
11, 6]. It is still very challenging for CNNs to do 
classification of images from different domains. However, 
since collecting data is a very demanding task, it is very 
important for learning algorithms that performed well on a 
specific task to generalize to different tasks.  

In addition, as Ginosar et al. [14] puts it, human visual 
system is incredibly robust in identifying figures in 
abstract representations such as drawings, cubist paintings 
where artists intentionally push the envelope to points 
where familiar figures are deformed and maybe even 
unrecognizable. Similarly, we believe that in order to 
realize the full potential even shortcomings of CNNs, we 
must find new domains where the CNNs fail to recognize 
as opposed to humans. In this paper we present you our 
approach of detecting faces in a new domain consisting of 
anime images. We shall henceforth refer to this new 
domain as anime domain for the rest of this paper. 

Compared to detection of faces in real world images, 
detection of faces in anime images is a harder task due to 
various differences in drawings (described in section 2.1). 
Domain adaptations including transfer-learning techniques 
are necessary when images in target domain differ 
significantly than images in source domain. In this section 

we will introduce our problem statement and discuss past 
work that have been done in this field. 

1.1. Problem Statement 
Our problem is defined as follows: given an image from 

an anime, determine whether the image contains a face. 
We define a face in the next subsection. 

1.2. Definition of a Face 
In this section we describe choices we made in labeling 

anime images. Mainly we explain what consists of a face 
in an anime image. Anime images are very different from 
real world for various reasons. Every image is hand drawn 
and can contain partial faces or faces that are devoid of 
certain characteristics such as a clear nose line or lips. 
Images may also contain deformed animal faces depicting 
human emotions. In order to build a strong classifier, we 
need to have a clear definition of what we consider a face: 

• Image contains 50% or more of the character’s 
face. 

• Can be profile of the character’s 
• Face doesn’t belong to an animal and human 

facial features are visible such as eye(s), 
mouth, nose etc. 

 
Please refer to figure 2 for examples. 

Figure 1: Example face detection process. 
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2. Data 
Constructing a successful model for any new domain 

requires large amounts of labeled data. Large datasets of 
annotated images already exist with millions of images for 
object recognition [2] and for face detection/recognition 
tasks [12]. However we were unable to find a large dataset 
consisting anime frames with or without labels. Therefore 
we decided to construct our own anime faces dataset 
consisting of ~7k fully labeled images from 11 different 
Japanese animes. Full list of anime names and example 
images are shown in Figure 3. In this section we describe 
the intrinsics of our anime faces dataset and we will 
henceforth refer to it as AnimeFaces. 

2.1. Data Collection and Preprocessing 
Our anime images are collected as high quality (PNG or 
JPEG) snapshots of video frames. We created a shell script 
that feeds a randomly chosen episode from the list of 
aforementioned animes as input to the software FFmpeg. 
FFmpeg then takes snapshots from the video with 
frequency 1 frame per second and saves it as a PNG or 
JPEG format. Most Japanese anime episodes are only ~25 
minutes long, hence this process generates ~1500 
snapshots per anime episode. Since this paper focuses on 
fully supervised domain adaptation we hand labeled all the 
images, splitting them into two categories: “face” (label: 
1) and “No face” (label: 0). Former refers to anime frames 
that contain a distinguishable face and the latter refers to 
anime frames that don’t. We made the clarification of 
what consists a face in an image and what doesn’t in the 
later parts of this section. 

After our collecting raw images from anime episodes 
and hand labeling them we convert all of them into same 
format. We choose JPEG as our image format since PNG 
format produces larger file sizes. Most of the architectures 
we used  (i.e. GoogleNet, AlexNet) accept small image 
dimensions so our preprocessing stage also converts these 
images to dimensions accepted by each of these models. 

(i.e. 224x224 pixels for GoogleNet, 227x227 pixels for 
AlexNet, 224x224 for VGG16 and VGG19). Additional 
scaling and mean ImageNet pixel value subtraction are 
also done. 

2.2. Domain Difference 
Anime images can differ fundamentally from real world 

images and realistic paintings.  Anime artists utilize 
different styles from plain caricature drawings and plain 
sketches, these different styles can focus on deformed 
facial figures, deformed head to body body ratio. Most of 
the difference between anime art and real world pictures 
or drawings is focused on the drawing of the head and 
face. Common character design convention is the 
exaggerated eye size in animes. The iconic 
disproportionately large eye size and exaggerated facial 
features allows anime faces to be able to depict entire 
range of human emotions solely through the eyes [3]. 
However not all animes have large eye sizes, in fact facial 
drawing styles in animes can change drastically from artist 
to artist. Colors and shading used in anime drawings are 
also very different such that, hair, eyes, skin color can be 
colored not only in different vibrant colors but also in 
different shades depending on the emphasis intended. In 
Figure 5 you can observe the most commonly used facial 
expression drawings used by anime artists. Figure 4 you 
can see the differences in artists’ drawings of faces in 
different animes and their histograms in the RGB color 
space. 

Domain adaptation problems often arise object 
detection due to the difference in the images depicting the 
same object. This difference can often come from a 
number of reasons including camera types, environment 
and background differences, light and shading (see [15] 
for a comprehensive overview). As Ginosar et al. [14] 
explains, it is very important to evaluate computers and 
learning algorithms when they are exposed to images that 
stretch limits of human vision. In this paper we chose to 
focus on anime faces and anime domain because of these 
reasons. 

 

 

3. Our Approach 

3.1. Caffe 
Caffe is a deep learning framework developed by the 

Berkeley Vision and Learning Center (BVLC) at UC 
Berkeley. Caffe has many software packages including 
CUDA, BLAS and OpenCV and using these it provides 
high performance for neural network computations. In 

Figure 2: Example frames and true labels. 
From left to right, (top): No face (0), No face 
(0), (bottom): Face (1), Face (1) 
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particular, we use NVIDIA cudNN to speed up feature 
extraction from our caffe models.  

Caffe also enables feature extraction from any given 
layer, you just need to provide the name of the layer from 
the prototxt file you are using to extract data from. 

3.2. Keras 
Keras is a higher-level abstraction to Theano or 

Tensorflow. Keras has simple APIs for defining layers in a 
neural network and has a method to load pre-trained 
weights for use in further training, or, in our case, domain 
adaptation. In this paper, we utilized the Theano backend, 
as it was provided by Keras by default and ready to run in 
a Stanford CS231 provided AMI image on AWS. 

3.3. Feature Extraction 
In practice, transfer learning has become a very 

common method for many computer vision tasks. 
Depending on the task and data available it has two main 
scenarios: 

a) Using a pre-trained CNN as a fixed feature 
extractor. 

b) Fine-tuning a CNN (as described in [8]) 
 

Our goal was to create a classifier that can separate 
anime images with faces from those without faces. Our 
target dataset had two key properties: 

I. Images taken from different animes 
II. ~7k anime images available. 

 
In other words, we had very little data and very 

different datasets. Therefore we used our pre-trained 
CNNs as feature extractors and implemented an SVM for 
the classification task. 

We extracted features from 5 different architectures: 
1. AlexNet (trained on ILSVRC 14) 
2. VGG-16 (trained on ILSVRC 12) 
3. VGG-19 (trained on ILSVRC 12) 
4. GoogleNet (trained on ILSVRC 14) 
5. VGG-Face (trained on LFW Face [11] and 

YouTube Faces [12]) 
 
 
 
 
 

3.4. Reducing Feature Dimensions 
Compared to our dataset size, the dimension output from 
many of our models would be more than the number of 
samples in all of our training validation and test sets 
combined. Therefore we needed to decrease the future 
dimension. In AlexNet and VGG models, Pool5 layer 

outputs 265, 6 by 6-feature weights that correspond to a 
total of 9216 dimension vectors per image. In GoogleNet 
pool5/7x7_s1 layer outputs 1024, 2 by 2 feature weights 
that correspond to 4096 dimension vectors (this is 
demonstrated by the rectified responses in Figure 3). 
Given our dataset size, we needed a way to decrease the 
dimension while keeping as much information about 
image as possible. A common way to do that is to choose 
the maximum activations per feature patch. This is 
essentially what max pooling layers do in CNNs.  After 
this, we were able to decrease our feature vector 
dimensions to 512 for VGG models, 1024 for GoogleNet 
model and 256 for AlexNet. 
 
 

 
 
 
 

 
 
 
 
 

 
 
 
 
 
 

 
 
 

3.5. Classification 
After extracting feature vectors for each image in our 
dataset, we use a Support Vector Machine to solve the 
classification task of faces and non-faces. Although a 
simple method, this is recognized by many researchers 
including [9] as a good starting point. 

For the SVM classifier we followed a two-step 
procedure: 

1. Shuffle the all the training set and then 
partition into validation set. 

2. Train an SVM and then try different 
kernels to increase the accuracy. 

 
 
 
 
 
 
 

Figure 3: Rectified responses for the layers 
the features were extracted. Top row, left to 
right:  Chosen Image, AlexNet, GoogleNet. 
Bottom row left to right: VGG-Face, 
VGG16, VGG19. 
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This part is explained more comprehensively in the 
experiments and analysis section but on a high level we 
implemented our SVM using python scikit-learn package 
using following kernels. 
 

• LinearSVC (this is just a linear kernel) 
• Polynomial Kernel with various degrees 

(degrees are in the next section)  
• RBF Kernel 

 
An important implementation detail is that we increased 
the default cache size to be 2000MB for training of SVM 
with polynomial and RBF kernels. This is done in order to 
speed up the training of our SVM. 
 

4. Experiments 

4.1. Different Test Sets 
Convolutional Neural Nets that are trained in large 
datasets such as ImageNet, Pascal VOC have proven to be 
very successful in a number of tasks including object 
recognition. This classification accuracy is what 
convinced people about the power of CNNs [7]. We want 
models that can be robust in the face of new data from 
sub-domains where classification problems can stretch 
even human classifiers to their limits. Ginosar et al. [14] 
mentions that human visual system is amazingly robust to 
abstractness of object representations such as cubist art 
Szegedy et al. [8] discovered that it is very easy to confuse 
a CNN model with an adversarial example generated from 
the sign vector of the cost function of the  

 
 
image. For all these reasons we choose to further our 
experiments of our models by creating two separate test 
sets. One test set includes images from animes and artists 
that also appear in the training set. In other words, our test 
set is sampled from the same distribution of our training 
set. We shall henceforth refer to this test set as derivative 
test set. However, the other test set is generated by 
sampling from a different distribution of anime images, 
consisting of images from not only different animes but 
also different artists that don’t appear on the training sets. 
We shall refer to this test set as distinct test set. In the 
upcoming sections we present the accuracy and robustness 
of our algorithms on these two different test sets. 
Furthermore, we present how our best model GoogleNet 
performs on the distinct test set. 
 

4.2. Extracted Feature Vectors 
There are 3091 train, 1267 validation, and 2099 test 

images that are randomly shuffled before training the 
models. For VGG16 and VGG19, we found pre-trained 
models for Keras and, using its simple API, snipped off 
the fully connected layers and then ran a forward pass 
using the train, test images after preprocessing the images 
by subtracting the means of ImageNet images. With the 
512x7x7 output for each image for the VGG-based 
models, 1024x2x2 for GoogleNet, and 256x6x6 for 
AlexNet, we take the maximum of each of patches to 
reduce the dimensions of forward pass output. We then 
have a (number of images) x 512, 1024, or 256 dimension 
inputs, depending on the pre-trained model, to our anime 
classifiers. 

 
 
 
 
 
 

Table 1: Each cell represents training, validation 
and test set accuracies with the respect to the 
type of SVM used. 

Training / Validation / Test Accuracies 

 AlexNet GoogleNet VGG 16 VGG 19 VGG-Face 

Linear SVC .941 / .922 / .778 1 / .929 / .931 .997 / .891 / .904 .999 /. 901 / .907 .988 / .885 / .646 

RBF SVC 1 / .67 / .455 1 / .595 / .607 1 / .615 / .583 1 / .615 / .583 1 / .67 / .455 

Poly deg 3 1 / .97 / .787 1 / .956 / .96 1 / .938 / .953 1 / .945 / .95 1 / .958 / .688 

Poly deg 4 1 / .969 / .785 1 / .953 / .960 1 / .930 / .94 1 / .935 / .946 1 / .961 / .698 

Poly deg 5 1 / .966 / .778 1 / .952 / .961 1 / .923 / .933 1 / .927 / .94 1 / .958 / .726 

Poly deg 6 1 / .961 / .770 1 / .953 / .955 1 / .917 / .916 1 / .92 / .924 1 / .956 / .738 

Poly deg 10 1 / .93 / .753 1 / .923 / .936 1 / .868 / .853 1 / .867 / .873 1 / .912 / .742 

Poly deg 20 .385 / .331 / .545 1 / .832 / .833 .428 / .404 / .439 .428 / .404 / .439 .386 / .331 / .545 
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4.3. Performance of Different Architectures 
For each model (alexnet , googlenet, vggface, vgg16, 

vgg19) make a table containing. 
● LinearSVC (this is just a linear kernel) 
● Polynomial Kernel with various degrees (degrees 

are in the next section)  
● RBF Kernel 

4.4. Performance on Distinct Test Set 
As we have explained previously, we collected another 

test set called “distinct test set” consisting of anime 
images sampled from animes that were never included in 
the training set. Performance on this test set is more 
interesting because it shows how robust our best model’s 
learning is when tested on different drawings of different 
artists. You can see this on Table 2. 

5. Conclusion 
In this paper, we followed a feature extraction approach 

to adapt pre-trained models on large image datasets to 
perform face detection in anime images. We created a 
dataset of several thousands of face/no-face images from  
several animes for this task. Because of our limited 
dataset, we took the activations of each pre-trained model 
before its fully connected layer as our input to our support 
vector models - RBF, linear, and polynomial models of 
various degrees. Our results were promising and our top 
SVM models were able to achieve at least 70% test 
accuracy for each pre-trained model, with our best 
accuracies of 95-96% obtained from GoogleNet, VGG16, 
and VGG19, using polynomial SVMs of degree 3 and 4. 
Furthermore, on our distinct test set where images 
sampled from animes that were not present in the training 
set, our best model GoogleNet achieves 86% accuracy 
using SVM using polynomial of degree 3. 

The similarities and the differences between the real 
domain and the anime domain provide an interesting 
domain adaptation problem for the real world trained 
models. In this paper, we explored the problem of face 
detection. A natural extension is to perform face 
recognition - i.e. can we identify characters across various 
scenes. Not only this  

 
 

 
 

 
 
 
 
 

 
 
 
There are much more domain adaptation problems that 
we’d like to explore beyond this paper. One is 
simultaneous localization and recognition of objects in the 
anime domain by using a RCNN. Second is to be able to 
recognize emotions in anime faces. Although depicted 
slightly differently than human emotions, a good start for 
this task may come from Figure 3, which provides a 
mapping of emotions to faces. 
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6. Supplementary Material 

6.1. Dataset Images 
Here are you can find some example images from the 

Anime Dataset we created for this project. As you see 
from Figure 4, anime drawings are can be very different 
from each other and facial figures are generally 
exaggerated and distorted compared to real world faces. 

6.2. List of Animes in AnimeFaces Dataset 

1. Bakuman 
2. Shinsekai Yori 
3. Byousoku 5 Centimeters 
4. Boku dake ga Inai Machi 
5. Shingeki no Kyojin 
6. Kumo no Mukou, Yakusoku no Basho 
7. Bungou Stray Dogs 
8. Steins Gate 
9. Koutetsujou no Kabaneri 
10. Nagi no Asukara 
11. Ushinawareta Mirai o Motomete 

 

 
 
 
 
 
 
 
 
 

 
 

Figure 4: Example images from different animes in the 
AnimeFaces dataset. Observe difference in drawings, 
exaggerated facial features, shadings and distortions. 

Figure 5: Commonly exaggerated 
facial features and emotions in 
Japanese anime drawings 


